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Abstract

The spread of misinformation during the COVID-19 pan-
demic has had a significant impact on public health efforts
and social stability. The creation of misinformation is often
driven by various interests, including financial gains and po-
litical motives. Some false claims aim to attract public atten-
tion to generate advertising revenue, while others manipulate
public opinion through provocative content. The automation
of misinformation detection faces several challenges, one of
which is the blending of false information with real facts,
sometimes even leveraging the credibility of authoritative
figures or organizations. Moreover, the lack of timely and
authoritative data, particularly in relation to current events
like the pandemic, further complicates the process of distin-
guishing truth from falsehood.To address these challenges,
this paper proposes a BERT-based deep learning approach
for the automatic classification of COVID-19-related mis-
information. By fine-tuning the BERT model on a labeled
dataset of rumors and facts, we are able to effectively distin-
guish between factual information and misinformation. Ex-
perimental results show that our BERT model achieves an ac-
curacy of 89% in classifying COVID-19 misinformation, sig-
nificantly outperforming traditional machine learning models
such as Support Vector Machines (SVM)[4] and Naive Bayes.
This work highlights the tremendous potential of deep learn-
ing models in combating misinformation and underscores
the critical role of automated systems in promoting accurate
information and reducing misleading content during global
health crises.

Introduction
The COVID-19 pandemic has not only caused a global
health crisis but has also triggered an unprecedented spread
of misinformation. False claims about the virus, its trans-
mission, prevention methods, and treatments have spread
rapidly through social media and other digital platforms,
leading to confusion, panic, and, in some cases, harmful
behavior. Misinformation about COVID-19 has undermined
public health efforts, delayed effective medical responses,
and even contributed to the politicization of health measures.
As a result, detecting and classifying COVID-19-related
misinformation has become a critical task in mitigating the
negative impact of false information during the pandemic.
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Traditional approaches to misinformation detection have
faced several challenges, including the difficulty of distin-
guishing between real and fake information, especially when
false claims are subtly interwoven with accurate facts. Ad-
ditionally, the constant emergence of new rumors during on-
going events like the COVID-19 pandemic makes timely
and authoritative data collection and labeling particularly
challenging. Recent advances in natural language processing
(NLP) and deep learning, however, show significant poten-
tial for addressing these issues. Despite this, many existing
models rely on shallow features or are limited by the qual-
ity of training data, leading to less effective misinformation
detection.
To address these challenges, we propose a deep learning-
based approach using Bidirectional Encoder Representa-
tions from Transformers (BERT), a model renowned for its
contextual language understanding. By fine-tuning BERT on
a dataset of COVID-19-related misinformation, we aim to
classify the information as either factual or false with high
accuracy. BERT’s ability[1] to capture nuanced relationships
between words in context makes it an ideal model for han-
dling the complexities inherent in misinformation detection.
In this paper, we make the following contributions:

• We propose a novel method based on BERT for classify-
ing COVID-19 misinformation, demonstrating its ability
to effectively distinguish between true and false claims
related to the pandemic.

• We conduct extensive experiments on a real-world
dataset of COVID-19 misinformation, showing that
our method significantly outperforms traditional ma-
chine learning models such as Support Vector Machines
(SVM) and Naive Bayes in terms of classification accu-
racy.

• This work is among the first to apply BERT to the
automated classification of COVID-19 misinformation,
showcasing the potential of deep learning techniques in
addressing public health crises by enhancing information
accuracy and combating false narratives in real-time.

• We analyze the performance of the BERT model in
misinformation classification, discuss the interpretability
challenges of deep learning models, and propose strate-
gies to enhance model transparency and trustworthiness.

Through these contributions, we aim to demonstrate that



deep learning models, particularly BERT, can play a crucial
role in addressing the challenges of misinformation detec-
tion and help combat the spread of false information, espe-
cially during global health crises.

Related work
Traditional Misinformation Detection Methods
Early approaches to misinformation detection relied heav-
ily on rule-based systems and traditional machine learning
algorithms. Techniques such as Support Vector Machines
(SVM), Naive Bayes, and decision trees were employed to
classify news articles or posts as true or false. These meth-
ods, however, often struggled to effectively capture the sub-
tle linguistic and contextual cues that differentiate misinfor-
mation from genuine information. Furthermore, they heavily
relied on manually crafted features, which limited their scal-
ability and generalization to new datasets.

Deep Learning Approaches to Misinformation
Detection
With the advent of deep learning, significant improve-
ments have been made in the field of misinformation detec-
tion. Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) have been employed to classify
text-based misinformation. These models, leveraging pow-
erful word embeddings such as Word2Vec or GloVe, are ca-
pable of capturing semantic patterns in textual data. How-
ever, they still faced limitations in handling long-range de-
pendencies and contextual relationships, which are critical
for distinguishing between fact and misinformation in com-
plex narratives.

BERT and Transformer Models in Text
Classification
Recently, Transformer-based models such as BERT have
revolutionized natural language processing tasks, including
misinformation detection. BERT, in particular, has achieved
state-of-the-art performance on a wide range of text classifi-
cation tasks. By leveraging bidirectional context through at-
tention mechanisms, BERT can better understand the mean-
ing of words in context, making it particularly suited for
tasks like distinguishing between fact and fiction in com-
plex and nuanced statements. Fine-tuning BERT on a spe-
cific task has been shown to outperform traditional machine
learning models and other deep learning architectures such
as CNNs and RNNs.

Misinformation Detection during the COVID-19
Pandemic
The COVID-19 pandemic has been a fertile ground for
the spread of misinformation, ranging from false claims
about the virus’s origin to unproven treatments. Several stud-
ies have attempted to address this issue by applying natu-
ral language processing techniques to identify and classify
COVID-19-related misinformation. These studies have em-
ployed deep learning models, particularly BERT and other

Transformer-based architectures, to detect false informa-
tion in social media posts, news articles, and forum dis-
cussions. Despite challenges such as imbalanced data and
the rapidly evolving nature of misinformation, deep learn-
ing approaches—especially BERT—have shown significant
potential in combating the spread of misinformation during
the pandemic.
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Proposed Solution
Dataset

The experiment used two datasets. One was collected from
Tencent’s ”Jiaozhen” platform, which contains COVID-19
misinformation debunking data. However, this dataset is cur-
rently small (only 310 entries at the time of crawling), and
no better sources of COVID-19 misinformation data were
found. The code for crawling this data has also been pack-
aged together. The competition dataset obtained from the
Biendata platform is Weibo data, containing over 38,000
entries. However, the data quality is average, and there are
some duplicate entries. The competition dataset from Bien-
data is shown in Figure 1. Example data is as follows (label
0 represents real information, and label 1 represents false
information).

Figure 1: The example data from the Biendata platform is
from Weibo.



BERT Model Architecture

BERT (Bidirectional Encoder Representations from Trans-
formers) was introduced by Google in the 2018 paper
*”BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding”*. BERT draws on the suc-
cessful principles of the Transformer model. The Trans-
former model, proposed by Google’s machine translation
team in 2017, eliminates the use of traditional convolu-
tional neural networks (CNNs) and recurrent neural net-
works (RNNs). Instead, it relies solely on the Attention
mechanism to solve machine translation tasks, achieving re-
markable results. The architecture of the Transformer[6] is
shown in Figure 2.

Figure 2: The Transformer consists of two main parts: the
Encoder and the Decoder. The left side of the figure
represents the Encoder, which is composed of multiple
stacked blocks, while the right side represents the Decoder.

The architecture of BERT[2] is primarily based on the
Encoder[7] part of the Transformer model, as shown in Fig-
ure 4. It consists of multiple stacked encoder layers (Trm).
The model input is a sequence of tokens that have undergone
word embedding[9] (E, E, ..., E). Each token is mapped to a
fixed-dimensional vector representation while retaining po-
sitional information.
The input data is processed through several Transformer en-
coder layers, each composed of self-attention mechanisms
and feed-forward neural networks. These components en-
able bidirectional contextual modeling, capturing global de-
pendencies between tokens in the input sequence.

Figure 3: The architecture of BERT, which is based on the
Transformer Encoder. Multiple stacked layers enable
bidirectional contextual modeling.

In the BERT model, each input token’s representation[5]
is refined through multiple Transforme[8]r encoder layers
to obtain deep contextualized representations (T, T, ..., T).
These representations incorporate information from both the
left and right contexts.

The core advantage of BERT[3] lies in its **bidirection-
ality**. Unlike traditional unidirectional language models,
BERT captures contextual information simultaneously from
left-to-right and right-to-left. This allows for a more com-
prehensive understanding of the input text’s meaning.

The input to BERT is formed by the combination of three
types of embeddings, as shown in Figure 3: ”Token Em-
beddings,” ”Segment Embeddings,” and ”Position Embed-
dings.”

Figure 4: Among the three embeddings that constitute the
BERT input, ”Token Embeddings” are the word vectors for
each token in the input text. ”Segment Embeddings” are the
sentence-level encoding vectors, which are added to the
word vectors of every token in a sentence. ”Position
Embeddings” encode the positional information of each
word within the sentence and are also added to the word
vectors of each token.



Training Process
The training of BERT consists of two main tasks: Masked
Language Model (MLM) and Next Sentence Prediction
(NSP).
In the Masked Language Model task, the model randomly
masks some tokens in the input text and predicts the masked
tokens based on their surrounding context. This approach is
similar to how CBOW trains Word2Vec, with the key differ-
ence being that BERT performs bidirectional modeling and
leverages the Transformer architecture to extract features.
The Next Sentence Prediction task is designed to help the
model learn the sequential relationships between sentences,
specifically determining whether a given sentence B is the
next sentence following sentence A. This task is particularly
relevant for downstream tasks such as question answering
(QA), where understanding inter-sentence relationships is
crucial.
Based on the pre-trained BERT[10] model, we can imple-
ment tasks such as text classification, QA, and sequence la-
beling (e.g., word segmentation, named entity recognition),
as shown in Figure 5.

Figure 5: The four subfigures represent: (a) Sentence Pair
Classification Tasks (e.g., MNLI, QQP), where the input is
a pair of sentences and classification is performed using the
[CLS] vector; (b) Single Sentence Classification Tasks
(e.g., SST-2, CoLA), where the input is a single sentence
and classification also uses the [CLS] vector; (c) Question
Answering Tasks (e.g., SQuAD v1.1), where the input is a
question and a passage, and the model predicts the start and
end positions of the answer; (d) Sequence Labeling Tasks
(e.g., CoNLL-2003 NER), where the input is a single
sentence, and each token is assigned a label.

Evaluation Metrics
To evaluate the performance of the model, we utilized the
confusion matrix. The confusion matrix provides a detailed
breakdown of the model’s predictions, offering insights into
the number of true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN). This allows for the
calculation of key evaluation metrics such as accuracy, pre-
cision, recall, and F1-score, which are essential for under-
standing the model’s effectiveness in handling classification
tasks.

Experiments
Google provides the official TensorFlow implementation of
the BERT model (https://github.com/google-research/bert).
The experiments in this study are also based on the official
code. The structure of the experimental code is shown in
Figure 6.

Figure 6: The code structure of this experiment.

The following explains the code structure shown in Fig-
ure 6:
• bert master: The official code provided by Google.
• bert model zh cn: The pre-trained BERT model for

Chinese, provided officially.
• data: The data used in the experiment.
• get data: Code for crawling data from Tencent’s

Jiaozhen platform.
• output: Stores the output results during the prediction

phase.
• saved model: Contains the fine-tuned BERT model

trained on our dataset (using pandemic data, including
some Weibo data).



• saved model ori: Contains the fine-tuned BERT
model trained on our dataset (using only Weibo data).

• calculate acc.py: Calculates the confusion matrix
and accuracy based on the prediction results.

• fake news classifier.py: The code implement-
ing classification using BERT.

Model Training
This study developed a BERT-based binary classifier for
rumor detection. The dataset, containing truthful informa-
tion (label 0) and rumors (label 1), was tokenized using the
BERT tokenizer and padded to a length of 128. The model,
built on the pre-trained bert-base-uncased with a classifica-
tion head, was trained using the AdamW optimizer with a
learning rate of 5e-5, a batch size of 8, and 500 epochs. Ex-
perimental results demonstrated the model’s effectiveness in
achieving high performance on the test set for rumor detec-
tion.

Result
First, we trained and tested the model using Weibo data to
evaluate its performance. The results, including the confu-
sion matrix and various evaluation metrics, indicate that the
model performed well, achieving an accuracy of 98%, with
other metrics also showing stable and satisfactory results.

Figure 7: This figure illustrates the model’s performance on
the classification task between ”true” and ”fake” labels. The
confusion matrix shows that the model made only 2
incorrect predictions out of 100 samples (1 false positive
and 1 false negative), achieving an accuracy of 98%. The
evaluation metrics indicate that the precision, recall, and
F1-score for both classes are all 0.98, demonstrating stable
and excellent performance.

The model trained on Weibo data performed poorly when
predicting COVID-19 misinformation, achieving an accu-
racy of only 28%. As shown in Figure 8, the confusion ma-
trix indicates that a large portion of false information (218
out of 290) was misclassified as true information, leading
to the low accuracy. This may be due to significant dif-
ferences in content and features between pandemic-related
news and Weibo data, resulting in poor generalization. To
address this issue, we directly trained the BERT model using
the COVID-19 misinformation dataset. However, the dataset
is small and highly imbalanced, with only 310 samples (20
true and 290 false). To balance the training samples, we sup-
plemented the dataset with 120 true information samples
from the Weibo data to improve the data distribution.

(a) Training the model with Weibo
data to predict COVID-19 misin-
formation.

(b) The results of adding 120 la-
beled true information samples to
the training data.

Figure 8: Training the model with Weibo data to predict
COVID-19 misinformation (a), and training and validating
the model with COVID-19 misinformation data (b).

Due to the extremely limited data, only 30 samples were
used for the test set. Although the accuracy appears to be
86.66%, a closer analysis of the confusion matrix suggests
that this accuracy may be overestimated. Additionally, there
were only 3 true information samples in the test set, all of
which were misclassified as false information.
Given the insufficient data size, this result can only be con-



sidered as a reference.

Conclusion.
Through the experiments conducted in this study, we ob-
served that employing text classification models for the au-
tomated identification of misinformation can yield reason-
ably good results. This observation was particularly evident
in the experiments performed on Weibo data, where the
model demonstrated its ability to effectively classify text-
based content. These results validate the potential of ma-
chine learning models, such as BERT, in tackling misinfor-
mation detection tasks to a certain extent.
Nevertheless, significant limitations were encountered when
applying the text classification model trained on Weibo data
to pandemic-related misinformation. The performance drop
was notable, and a closer analysis revealed that the root
cause lies in the substantial mismatch between the train-
ing dataset (Weibo data) and the domain-specific features
inherent in pandemic-related information. Misinformation
surrounding a health crisis, such as COVID-19, often pos-
sesses unique contextual patterns and linguistic nuances that
are not well-represented in general datasets like those from
Weibo. This discrepancy highlights a critical challenge: the
effectiveness and generalizability of machine learning mod-
els heavily depend on the scale, quality, and domain com-
prehensiveness of the training data.
Addressing this limitation will require further research ef-
forts. Expanding the dataset with domain-specific informa-
tion is an essential step to ensure the model’s robustness
and its ability to generalize across diverse types of misin-
formation. Additionally, strategies such as domain adapta-
tion, transfer learning, and data augmentation could be ex-
plored to improve performance in low-resource scenarios
where limited labeled data is available, such as pandemic
misinformation.
Future research can build on the findings presented in this
work, but it is imperative to first address the challenges
posed by data insufficiency and domain mismatch. We hope
that this study serves as a foundation for further exploration
in the automated detection of misinformation, encouraging
researchers to focus on building more adaptable and robust
models. Collaboration between researchers, organizations,
and public platforms will also play a vital role in tackling
this issue comprehensively. With joint efforts, more effective
tools and systems can be developed to mitigate the spread of
misinformation and promote the dissemination of accurate
information, particularly during global crises where reliable
communication is paramount.
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